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From the Editors

committee judge the work solely 
on the technical merits and ac-
cept it, or should it consider 
whether the data were collected 
ethically in making its decision? 
And what does it mean for the 
data to be ethically collected? 

Although these situations raise 
interesting points for discussion 
(and Fred Cohen addresses one 
of them elsewhere in this issue), 
let’s focus on the last one. The se-
curity research community today 
is increasingly asked to provide 
a scientific basis for its work and 
quantified evidence of improve-
ments in security. Both of these 
imperatives lead to a demand for 
more data, either from controlled 
experiments or real-world ob-
servations. The demand for more 
usable security functions also mo-
tivates data collection involving 
human subjects.

The rise in botnet activity and 
financially motivated computer 
crime in the past few years has led 
to several research initiatives to 
study the botnets’ structure and 
operation. But to study a botnet, 
you need to detect it and even get 
inside of it. Because botnets gener-
ally operate by inserting software 
on an unwitting user’s computer, 
one tactic is to insinuate the mea-
surement software into the bot-
net’s structure. This could mean 
inserting software on that unwit-
ting user’s computer. Because the 
user’s computer is already compro-
mised, and we expect an ethical 
researcher at minimum to do no 
additional harm, perhaps such ac-
tions are ethically justified. Some 
researchers have included explicit 

attack information. Since then, 
we’ve seen lengthy discussions of 
the proper behavior for those who 
find vulnerabilities in systems—
whom they should contact, how 
long they should wait before mak-
ing findings public, whether it’s 
ethical to pay people to find vul-
nerabilities, and so on. But the con-
tinuing intertwined evolution of 
technology and society keeps rais-
ing new ethical issues. Consider:

• A system security administrator 
discovers malware on a server 
that stores personally identifi-
able information. It will take a 
substantial effort to determine 
whether the malware has actu-
ally exfiltrated any of the in-
formation, and it might in fact 
be impossible to determine this 
with certainty. What are the ad-
ministrator’s responsibilities?

• A computer scientist studying a 
communications protocol with 
a new method of analysis dis-
covers a previously unknown 
vulnerability. The protocol is 
widely used. Should she write a 
paper touting the success of the 
analytic method and submit it 
for publication, write a research 
proposal for further develop-
ment of the analysis method, 
notify the maintainers of the 

protocol of the problem, or of-
fer information about the proto-
col vulnerability for sale on the 
black market?

• A software engineer tasked with 
implementing the design for 
a new application realizes that 
security and privacy consider-
ations have not been attended to. 
The problems will occur in the 
future, and deadlines for deliv-
ering the software are looming. 
What alternatives should the en-
gineer pursue?

• A researcher with access to sta-
tistical summaries of data from 
a social networking site discov-
ers that a new way of looking 
at the data not only reveals new 
relationships but also makes it 
possible to infer the identities of 
individuals in the study who had 
been assured of their anonym-
ity. What action should he take? 
What are the responsibilities of 
the organization that released 
the statistical summaries?

• A conference program commit-
tee receives a research paper that 
reports some fascinating new 
results concerning observed hu-
man behavior in cyberspace, but 
the data were collected from ma-
chines whose owners unwitting-
ly downloaded software from 
a public Web site. Should the 

E
thical behavior has concerned computer secu-

rity researchers and practitioners for decades. 
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 Cohen’s papers defining and describing  computer 
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discussions of measurement eth-
ics in their papers to address this 
point.1 Even so, the compromised 
user is now also an unwitting ex-
perimental subject. 

Research funded by the US 
government that involves human 
subjects must in general be re-
viewed and approved by the Insti-
tutional Review Board (IRB) of 
the institution receiving the fund-
ing. IRBs were created to prevent 
the recurrence of the scandalous 
Tuskegee syphilis medical experi-
ments that were finally terminated 
in 1972. The scandal led to the 
creation of a Commission for the 
Protection of Human Subjects of 
Biomedical and Behavioral Re-
search. In 1978, that commission 
produced a 12-page document 
known as the Belmont Report 
(US Gov’t Printing Office, 1978) 
that’s now the basis for IRBs 
throughout the USA. 

Because of this history, most 
IRBs have much deeper experience 
reviewing proposals from biologists 
and psychologists than from com-
puter scientists and engineers. But 
as Simson Garfinkel has noted,2 
computer scientists and particularly 
people working in security research 
need to become much more fa-
miliar with IRBs, the scope of re-
search they cover, and the ethical 
 principles their research proposals 
need to incorporate. 

One of the fundamental prin-
ciples is that of informed consent. 
Only adults are deemed capable 
of providing informed consent— 
minors can only “assent” and re-
quire parental consent. But on the 
Internet, how does the experi-
menter establish the subject’s age? 
We might also need to reconsider 
just what it means to involve a 
“human subject”—is the analysis 
of publicly available information 
(say, a blog post), where authors 
are clearly identified, a human 
subjects issue? 

Returning to botnet research, 
some program committees have 
recently devoted considerable 

time discussing precisely the ques-
tions posed in the last bulleted 
example. If an IRB has approved 
the research, should the program 
committee accept that judgment? 
Mark Allman3 has argued that 
today IRB approval is necessary 
but not always sufficient, precisely 
because their staffs might lack the 
appropriate expertise. 

In May 2009, the US Depart-
ment of Homeland Security’s Sci-
ence and Technology directorate 
organized a workshop on Basic 
Ethical Principles for Network 
Research at which a wide range 
of potential application areas and 
experiments were discussed. The 
workshop report is still in prepara-
tion at this writing, but should ap-
pear within the next few months.

While I have focused on only 
one of the examples in my earlier 
list, the others deserve attention as 
well. How should our field pro-
ceed? Here are three actions we 
can take:

• Security researchers need to 
inform themselves about the 
ethics of human subject experi-
mentation. There is a growing 
literature on the ethics of data 
collection from networks, and 
those proposing and conduct-
ing research have an obligation 
to inform themselves on these 
issues. For example, the Na-
tional Academy of Engineering 
has recently expanded its On-
line Ethics Center (www.online 
ethics.org) which provides case 
studies and course materials that 
illuminate several of the exam-
ples I presented. That said, the 
site will benefit from further 
contributions focused on cyber-
security ethics. An online jour-
nal for Internet research ethics 
published its first issue in 2008 
(http://ijire.net).

• IRBs need to develop staffs 
who are well-informed about 
the situations and consequences 
of human subject experimenta-
tion in cyberspace. Ultimately, it 

should be appropriate to rely on 
an IRB’s approval to assure that 
a given research proposal in fact 
satisfies ethical guidelines. That 
is not yet the case.

• Professional societies need to be-
gin developing ethical guidelines 
for cyberspace monitoring and 
experimentation. The IEEE, the 
ACM, and Usenix provide the 
major publication outlets for re-
search in this field. If these three 
societies could work together to 
develop a set of ethical guide-
lines, the guidelines could have 
the broad impact we would hope 
to see. IRBs are required only for 
US government-funded research. 
A broadly accepted set of guide-
lines covering professional soci-
ety members, who work in many 
countries and for private firms as 
well as governments and univer-
sities, could have global reach.

E ven if it takes time, as it surely 
will, to establish consensus on 

the complex issues involved, it’s 
imperative that we keep the dis-
cussion of ethics and cybersecurity 
on the front burner. 
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